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@ Dropout in Neural Networks



Dropout in Neural Networks

@ Neural network with activation ¢
F) = Tpw yw ° - ° Ty ,m(x)

where TW(é’),v(é') A O'(W(f)z + U(é)).
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Dropout in Neural Networks

@ Neural network with activation o
FX) = Tyw yw o - ° Ty, (x)

where Ty e 2 O'(W(é)Z + U(é)).

@ During each iteration of training, dropout replaces each Ty )
with a sample from

zZ - o(W(g)D(g)z + v(g))

where Di(f) S Ber(p).
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Dropout in Neural Networks

Figure: Regular neuron (left) and one sample of a neuron with dropout (right).
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© Linear Regression as a Toy Model



Why Study the Linear Model?

Canonical piece of wisdom: adding dropout noise to linear regression
performs ridge regression/¢,-penalization/Thikhonov regularization!
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Why Study the Linear Model?

Proposition (Srivastava et al. Section 9)

Dropout matrix D;; s Ber(p); linear model Y = X3, + ¢ with standard
normal noise independent of D, then

argminE[ Y — XDIZ | Y| = (pX'X + (1 - P)Diag(th))‘l Xty
8
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Why Study the Linear Model?

Proposition (Srivastava et al. Section 9)

Dropout matrix D;; < Ber(p); linear model Y = X3, + ¢ with standard
normal noise independent of D, then

arg min [E[||Y — XDBI3 | Y] = (pxX +(1- p)Diag(XtX))_lX"Y =: 6
8
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Why Study the Linear Model?

Canonical piece of wisdom: adding dropout noise to linear regression
performs ridge regression/#,-penalization/Thikhonov regularization!
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© Gradient Descent with Dropout



Some Definitions

@ Important matrices:

= XX
:= X — Diag(X)
X, 1= pX+ (1 — p)Diag(X)

Xl X
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Some Definitions

@ Important matrices:

X 1= XX
X := X — Diag(X)
X, := pX+ (1 — p)Diag(X)

(X, invertible if min; X;; > 0)
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Some Definitions

@ Important matrices:

=X'X
= X — Diag(X)
X, 1= pX+ (1 — p)Diag(X)

X
X :

@ Averaged dropout estimator: § = X5 XY (minimizer from
proposition)
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Incorporating Dropout with Gradient Descent

Standard Gradient Descent:

Bie+1 = B — %Vﬁ’k”Y —Xﬁk“z
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Incorporating Dropout with Gradient Descent

Standard Gradient Descent:
a 2
Bies1 = B — Evﬁk”Y —Xﬁkuz
On-Line Dropout:
~ ~ 104 ~ 12
Bice1 = Pic — zvgk”Y - XDk+118kH2

A new i.i.d. dropout matrix is sampled every iteration!
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Incorporating Dropout with Gradient Descent

On-Line Dropout:
Brsr = P — %ng”Y _XDk+15~kHz

A new i.i.d. dropout matrix is sampled every iteration!

Questions:
@ Convergence towards §?
@ Statistical optimality?
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Convergence of Expectation

Proposition
If ap|X|| < 1 and min; X;; > 0, then

Jetec =21, <~ [eigo 2],
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° Second Moment Dynamics



Second Moment Dynamics

Lemma

Up to exponentially decaying remainder py, second moment of B, —
evolves as affine dynamical system

E[(8c -~ BB — B)'] = S(E[(Ber = B)Brr = B)]) + 1

pushed forward by affine operator S on matrices.
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Second Moment Dynamics

Lemma

Up to exponentially decaying remainder py, second moment of B — f
evolves as affine dynamical system

E[(8 — B)(Bi — )] = 5(E[(Becs — H)Bes = B)]) + 1

pushed forward by affine operator S on matrices.

Intuition;

@ Interaction between GD dynamics and on-line dropout
encapsulated in S

@ This structure remains hidden when considering averaged
estimator 8
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Second Moment Dynamics

Lemma

Up to exponentially decaying remainder py, second moment of B, —
evolves as affine dynamical system

€[(e = BB — B)'] = S(E[(Ber = B)(Brr = B)]) + 1

pushed forward by affine operator S on matrices.

Exact Definition:
S(A) = (I — apXp)A(I — apX,) + a®p(1 — p)Diag(X,AX,)
+a2p(1— )X ® (A + [E[Eﬁt]) oX

+ a?p*(1 - p)(XDiag(A + [E[B,éﬂ)i)
p

+a?p?(1 — p)(XDiag(XPA) + Diag(XpA)X)
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Convergence of Variance

Theorem
For sufficiently small & := a(X, p), Sy := S(0), and Sy, :=S — S,

Cov(Bi) = Cov(B) + (id — Si) ™ So + O(KIIT — apX, <)
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Convergence of Variance

Theorem
For sufficiently small « := a(X, p), Sy := S(0), and Sy, :=S — S,

Cov(Bie) = Cov(B) + (id — Syn) ™~ So + O(kIII — apX, )

Notes:
@ Limit characterized by intercept S, and linear part S, of S
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Convergence of Variance

Theorem
For sufficiently small « := a(X, p), Sy := S(0), and Sy, :=S — S,

Cov(Bi) = Cov(B) + (id — Si) ™ So + O(KIIL — apX, <)

Corollary:

@ Unfortunately, (id — Shn)_ISO # 0in general, so

Tf([E[(Bk ~ B)(Bi - S)t]) = E[IBc - BI3] > 0.
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For more details:
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Thanks for your attention!
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